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● Matching ultra wide-baseline aerial images goes beyond 

the reach of traditional tools such as SIFT+RANSAC.

● We approach it with deep networks in a classification 

framework, and obtain state of the art results.

● However: can we put geometry back into the mix?

Motivation
Experiments on the “GMaps” Dataset

● Sample Matching Results

What is the Spatial Transformers learning? Experiments on “Lausanne”
● Arbitrary viewpoints, with smaller baselines.

Takeaways
1. Joint-training required individual pre-training of network parts.

2. The spatial transformer is capable of learning varying viewpoint changes per the data.
3. Matches here are not geometric “correspondences”, however, we are one step closer.

Evaluation

● “GMaps”: Ultra-wide 49k pairs from Google Maps, 3 cities.

● “Lausanne”: Wide-baseline 10k pairs from SfM:

Aerial datasets

● Siamese network, with a fine-tuned AlexNet and a 
matching classifier.
✓ Allows both images to be considered jointly.
✓ Good classification results.
✗ Does not explain why the pair matches or not.

“Hybrid” Model

● Compares a pair of images by extracting features globally and 
locally using spatial transformer modules.
✓ Attempts to explain why the images match.
✓ Specifically models local features.
✓ Local features are extracted given both input images
✓ Jointly trains both global and local features.
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1. We demonstrate that deep learning offers a solution for 

ultra-wide baseline matching.

2. We propose a model that relies on spatial transformers to 

produce patch matching proposals. We show that 

incorporating geometry increases performance.

3. We conduct a human study as a baseline.

Contributions

Sample Result
Input Pair CNN Match

Spatial Transformers
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Result

● 1k pairs from the “GMaps” set. Task: Yes/No matching.

● Each pair was shown to 5 participants.

● Results: 93.3% accuracy, 98% precision.

Human Performance
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● 10K Test Pairs, 1:1 positive/negative ratio.

● Viewpoint variations in dataset are small. 
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